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Abstract

This paper presents a novel proof-theoretic
account of dialogue coherence. It focuses
on cooperative information-oriented dia-
logues and describes how the structure of
such dialogues can be accounted for in
terms of a multi-agent hybrid inference
system that mixes natural deduction with
information transfer and observation. We
show how the structure of dialogue arises
out of the interplay between the inferential
roles of logical connectives (i.e., sentence
semantics), a rule for transferring informa-
tion between agents, and rules for infor-
mation flow between agents and their en-
vironment. Our order of explanation is op-
posite in direction to that adopted in the
game-theoretic semantics tradition, where
sentence semantics (or a notion of valid
inferences) is derived from (winning) di-
alogue strategies. The approaches may,
however, be reconcilable, since we focus
on cooperative dialogues, whereas the lat-
ter concentrates on adversarial dialogue.

Introduction

dismiss other approaches. In our view, coherence
is a complex phenomenon that is likely to require
analyses from more than one single perspective.

We provide an explication of dialogue coher-
ence in terms of the meaning of the expressions
that are used in a dialogue against the background
of the participants’ discursive dispositions. Thus,
coherence is modelled as a property of dialogues
whose meaning-bearing parts fit together in a cer-
tain way in context. Our analysis of dialogue
coherence will only provide the foundations for
certain aspects of dialogue coherence in general.
At the end of this section, we specify the precise
scope of the current proposal.

To construct an explication of dialogue coher-
ence along these lines, we adopt the following
strategy. Firstly, we describe a theory of mean-
ing that provides the foundation for the current en-
deavour. This theory complies with the Wittgen-
steinian slogan that “meaning is useThis prag-
matist slogan is fleshed out by identifying the
meaning of an expression with its role in rea-
soning. This role is given by the circumstances
of appropriateapplication of the expression and
the appropriateconsequences of such an appli-
cation. The meaning of logical vocabulary will
be assigned a privileged status in this undertak-

Models of coherence come in many differenting and receive a formalization in terms of a vari-
shapes, from proposals based on scripts, granant of Gentzen's (1934) calculus of Natural De-
mars, and social rule following to models of topic duction. Secondly, this standard Natural Deduc-
continuity. A now slightly dated collection that tion calculus for solitary reasoners is extended to
provides an overview of the multitude of ap- a calculus fomultiple situated reasoners. Thirdly,

proaches talialogue coherenceis Craig and Tracy this extended Natural Deduction calculus is used

(1983).

More recently, Mann (2002) surveys ato model dialogue coherence. Whereas Gentzen’s

number of extant analyses of dialogue coherence.

The aim of this paper is to work out in detail
a notion of coherence for one patrticular type of

!Note that in an important respect our investigation is
not Wittgensteinian; we do not share the later Wittgenstein’s
skepticism about the possibility of rigorous theories of lan-

cooperative dialogues, rather than to criticize orguage use.



calculus allows us to characterize valid inferencestole, rather than truth-conditions. For the purpose
the extended calculus demarcates a certain type of this paper, no specific theory of truth is put for-
coherent dialogue. We provide examples of diaward; we get by without that notion. This does,
logues that are generated by the calculus and usewever, not exclude the possibility of a recon-
these to bolster the initial plausibility of the claim struction of truth in terms of the framework de-
that coherence according to the extended calculuscribed in this papeCf. Brandom (1994).
mirrors coherence of natural language dialogue. We start with a framework involving a single
This is achieved by drawing attention to a num-agent, henceforth. Our system captures the prac-
ber of structural properties of naturally occurringtical ability of this agent to reason with expres-
dialogues that are also found in dialogues that argions of a languag€. This language consists ex-
generated with the extended calculus. clusively of atomic formulaelt C £, and formu-
Walton and Krabbe (1995) point out that dia- lae that are constructed from formulaegrusing
logue comes in many varieties. Each variety hashe connectives for implication=" and conjunc-
its own distinctive purpose and participant aimstion ‘&": if A,B € L, then(A — B) € £ and
and, as a result, concomitant notion of coherenceg.A&B) € £.3
We do not intend to define coherence regardless Inferences are formalized in terms pidge-
of dialogue type, but rather restrict our attentionments of the form[a] H + A. These should be
to a specific type of dialogue, which we call theread as agent (henceforth, references to agents
cooperative information-oriented dialogue. The are omitted when it is clear from the context which
main purpose of is this type of dialogue is the ex- agent the judgement belongs to) affirms/derides
change of information. Thearticipants aimis  given the temporary assumptiofs(i.e., assump-
to cooperate with each others’ requests for infortions that are only accessible for the duration of the
mation; in particular, no persuasion, negotiationinference). In addition to the collection of tempo-
or coercion is required. Cooperative information-rary assumptionsH), an agent, such as, also
oriented dialogues have been a central topic ofelies on a set of persistent assumptiofig)( In
study in computational linguistics and natural lan-our system[',, functions like a global variable in
guage processing, e.g., witness the large number programming language whose value is accessi-
projects on dialogue systems for providing travelble any time during an inference. The valudaf
information. can be updated through declarations, as is com-
Finally, a remark on the theoretical orientationmon for global variables. For instance, the fol-
of this paper. It is not concerned with directly ac-lowing declaration adds the proposition letteto
counting for instances of naturally occurring di-T',’s current valuel', := T, U {a}. Note that
alogues. Rather, our aim is to provide an abie use capitals (e.g4 and B) as meta-variables
stract model of cooperative information-orientedover proposition letters and lower case (eagand
dialogue that captures and accounts for certain aly) for the actual proposition letters.
stract patterns that have been observed in naturally An assumptiond € (H UT,) is thought of in
occuring dialogues by conversation analysts (Sudterms of the disposition ofv to affirm A. This
now, 1972). We discuss these patterns, specificallgisposition is made explicit by the following de-
adjacency pairs and insertion sequences, in morguction rule:
detail further on in this paper.

AeTlTUH
. . (1) (member) Aclun
2 Meaning as|Inferential Role HFA

The theory of meaning that we employ follows This ruIe. says that formulad can .be .ir?—
broadly the meaning-theoretic deliberations of€red/derived/deduced fromi and the implicit
Brandom (1994). The formalization is along thepe_rSIStent assumptios if A Is a member of .the
lines described in Sundholm (1988though there Union of I" and I, The setl’ U A plays an in-
are also important differences (see section 7)1ferent|al role in this system. This inferential role

Meaning is characterized in terms of inferential!@KeS the place of a classical explication in terms
of representation/truth-conditions.
2Sundholm bases much of his formalization on propos-—
als by the philosophers/logicians Michael Dummett and Dag  *Henceforth, brackets will be omitted when there is no
Prawitz. danger of ambiguity.



The inferential role of logical vocabulary is 3.1 The Transfer Rule

given a special place in the current scheme: a logipe introduce a set of agenid. We usea, 3
cal connective allows an agent to formulate expllc—% ... as meta-variables over membersAf We

itly a pattern of inference that it already follows. -5 now a add rule faransferring proof goals be-
For instance, an agent who is disposed to derivingyeen agents:

‘The tiles get wet’ from ‘it rains’, can make this
practical activity explicit by affirming ‘If it rains, (tr) sl HFA To:=To U{AH — A}
the tiles get wet'. (6) o] H F A

The meaning of the logical connective is given
by the circumstances of appropriate application ofThis transfer rule (tr) tells us that if agefitcan
that connective and the appropriate consequenceterive A under the assumptions ifi, then agent
of such an application. For the conditionat’the o can also derived under the assumptions in
appropriate circumstances of application are giveril, provided that the two side conditions (given
by the following rule for introducing a conditional: on the right-hand side) are satisfied. The first
condition says that the context, of assump-
tions entertained by, should be extended with
/\ H — A. Here,/\ H stands for the conjunction
Thus, we can derivel — B, if we can derive  A;&A5& ... of the formulaeA, A, ... that are
B from our assumptions extended with The members ofd. If H is empty, N\H — A = A.
appropriate consequences of usirg’‘are given  The second condition¢, 3) € C) says that there

and(a,3) € C

HU{A} + B

(2) (arrow intro) HTFASEB

by the following rule for eliminating-": should be a transfer channel betweenand /3
_ (whereC C Ax.A). We use in combination with
(3) (arowelim) -4 T E B - A this side condition to model situations in which not

every agent can exchange information with every

This rule is chosen so that the arrow intro and e”mother agent ind. However, unless stated other-
rules together introduce only inferences regardin(\;,viSe we will henceforth as:sume that= A x A

the logical copnectlve—> ' I_n Dummett's te'rms, i.e., information can be transferred between any
the rules are in harmony with antecedent inferen-

) ) : ] ) : pair of agents.

tial practices. This requirement is essential, be-

cause of the explicative role of logical vocabulary:3.2 Example of a Proof Tree

it should serve to make explicit existing inferential Take a situation involving the agents 3 and~
practices; it should not license novel inferences, wnich Iy =0,T5 = {a}, andl', = {b}. Let
involving the pre-existing vocabulary, since that,5 3ssume that wants to build a proof for&b.

would destroy its explicative role with respect to gince neither: nor b is part ofT',,, a will need to

that pre-existing vocabulary. . ~ access information held byand~. The following
The rules for conjunction introduction and elim- oo tree illustrates how exactly:

ination are the following:

(7
(4) (conj. intro) H FHfll— AgBF B [BlacTzuUd em.) [y]beT,upd (mem.)
B0+ a ' oFb '
o]0 a D07 ajor s P07
(5) (conj. elim) H - ALB H - ALB a0 ok (conj.intro)
SIDE CONDITIONS. (1) T'o = T'a U {a}; (2)
3 System S;: Situated Inferential [y := Dy U {b}.

Practice and Dialogue

Note that we omitted the side condition regard-
ing the transfer channel. We conveniently assumed
that all agents can exchange information with all other
agents.

The system presented so far is limited to solitary
reasoners that are isolated both from other reason-
ers and the world around them. In this section,
we present an extension which removes the former
limitation. We will refer to the system described in Execution of the two side conditions results in
the current section &S . I, = {a,b}. As aresult of the construction of this



proof, we have arrived atlg,, in which a proof for e «; : goal-know-if(4) — «; : | am wondering

a&b can be constructed directly, without recourse ~ whetherA.

to the transfer. In other words&b has become e «; : (transfer) goal-know-ifg), a; : | am

part ofa’s information. wondering whether — q; : Tell mea;, A?

e «; : confirmed(), a; : confirmed@) — a; :
confirmed().

e «; :in-assumptions{), «; : confirmed@) —
a; ¢ A.

e «; : confirmed@@) — «; : That confirmsA.

3.3 From Proof Treesto Dialogue Structure

The last stage consists of the transformation of the
proof tree to a dialogue (structure). Here we pro-
vide an outline of the algorithm, which has been
fully implemented® We proceed in two steps.
Firstly, we map the hierarchical tree to a linear
structure where each tree node is represented by.
an item in the linear structure. (e.g., iteshand

hen these mapping rules are applied to 8, we ob-

9 below_each represent_a single node; the node, ) 1. a: |am wondering whethar&b.
in question are the terminal nodes of tree 7), an 2. a: Tellmes,a?

possibly a second item indicating that the part of 3. B: a '

the tree dominated by the node has been closed 4 o: Tellmeq,d?

(e.g., the pairg1,12) and (2, 6) represent single 5 ~: b ’

tree nodes; the former corresponds to the root node 6. «: Thatconfirmsi&b.

of tree 7). For the tree in 7, we obtain the follow-

ing linear representation: Note that this dialogue structure exhibits two
well-known conversation analytical configurations

(8) ; a:  goal-know-ifladeh) (Sudnow, 1972): the adjacency pairs (2,3), (4,5)
. «: (transfer) goal-know-if{) . .

3. 3: goal-know-if@) and (1,6) and the insertion sequence (2,3,4,5).
4. B: in-assumptions) 4 Generative Systems as Abstract
5. fB: confirmedg) M odels of Dialogue
6. «: confirmedg)
7. «: (transfer) goal-know-iff) Before we proceed with presenting some exten-
8. ~: goal-know-ifp) sions to the systerfi;, let us take a step back and
9. v : in-assumption${ make explicit what such systems have in common.
10 ~: confirmed)) Each of them functions as an abstract model of co-
11. «: confirmedd) operative information-oriented dialogue, and has
12. «: confirmed@&:b) the following components:

For brevity’s sake, we have omitted reference to 1. A hybrid inference systetfi consisting of:
the empty set of temporary hypotheses. Strictly,

speaking we should, for instance, have written (@) A language £ (e.g., the language
goal-know-if@&b,given-that)) instead of goal- of propositional logic or a fragment
know-if(a&b). thereof);
The sequence in 8 is not yet a straightforward (b) A set of agentsd, each with a set of as-
dialogue. It contains various locutions which can sumptiond’,;
be thought of as internal monologues of the inter- (c) A communication channel that speci-
locutors with themselves, but not actual dialogue fies which agents can communicate with
locutions. For example 6y : confirmedg), is su- what other agents (i.eC,C A x A);
perfluous after 55 : confirmedg). a can be taken (d) A set of hybrid inference ruleg for the
to have been confirmed hyimplicitly, simply by language and the agents. The rules are
a proceeding with the dialogue. hybrid because they can encompass nat-
For the mapping from an extensive dialogue ural deduction, observation and commu-
representation, such as 8, to a more economic dia- nication. The rules enable us to build
logue structure we use the following rules: proof trees (or proof search trees, as we

“Seencs. open. ac. uk/ pp2464/ r esour ces will see in a moment).



2. A specification of the set of potential dia- trees. What is lost, is thaearch for a proof which
loguesDp between the agents, given the lan-many cooperative information-oriented dialogues
guage’L. revolve around. In short, Systef is not glob-

ally complete: people in conversation will often

explore unfruitful paths, and have to use locutions
such as: ‘I could not resolve the question whether

In short, a generative systefis a tuple of the  A4?’ or ‘I don’t know whetherA4’. A first step

form (Z,Dp,m). The purpose of such a sys- toward remedying this situation is the addition of

tem is the characterization of coherent dialoguesuch locutions t@p. Let us be precise, and spell

(members ofD). This is achieved by using =  out the set of potential dialogué€3p using BNF

(L, A,C,R) to generate proof trees, that is treesnotation:

representing valid inferences (or searches for valid

3. A mappingm from proof trees, generated
with Z, to coherent dialogueb.

inferences). These proof trees are then mappedO) (Dr) : == (Loc), (Dp) | €

by m to members ofDp (the set of potential di- (Loc) :== (Agent): | am wondering

alogues). A member oDp that can be gener- whet her (Prop) | (Agent): Tell ne

ated from a proof tree using: is a member of (Agent), (Prop)? | (Agent): | don’t

the set of proper, i.e., coherent, dialogd2$with know whet her (Prop). | (Agent):

D C Dp). The mappingn basically turns a hi- (Prop). | (Agent): That confirns

erarchical proof tree into a linear dialogue repre- (Prop).

sentation (omitting most proof steps that do not (Agent) == a [ B | ...

involve communication between agents). (Prop) == a | b | ... | (Prop)&(Prop) |
We investigate systems for the generation of ab-  (Prop) — (Prop)

stract representations of coherent dialogues. The .
adequacy of such systems can be thought of illow, the problem is one of local completeness:

terms of their correctness and completeness; ~ there are now members dpp which are intu-
itively coherent dialogues (involving the locution

e CORRECTNESS Each member o> gener- ‘(Agent): | don't know whether(Prop)’), but
ated byS should represent the structure of a,hich cannot be generated &. To address this
coherent dialogue. H_ere,_ coherence is underf)roblem, we first need to define the mappindor
stood roughly speaking in terms of our pre- oot eearch trees, rather than proof trees.

theoretical understanding of dialogue coher- Let us examine an example of a proof search
ence. tree.

e COMPLETENESS 1. GLOBAL: Each struc-
ture of a coherent dialogue (again, we refer to(11)
our pre-theoretical insight into dialogue co-
herence) should be generated Sythat is, ) BFe ()P0 B0Fa
it should be a member db. 2. LOCAL: 0 a ] 0F b
Each structure of a coherent dialogue that is @] 0 F akb
a member ofDp should be generated Ly,
that is, it should be a member BX.

MaelyUD [ylaeDlyUD

This tree is very similar to the proof tree 7. We
These notions of correctness and completeness afigive omitted rule labels and conditions to fit the
to guide the construction of the generative SyStree on this page. That 11 is a prasshrch tree
tems. For each system, we will attempt to satisfyrather than a proof tree, is indicated by the use of
correctness. As we construct further systems, the \which marks alternative search branches. Here
main aim will be to add features that make the NeWye have an unsuccessful braryqfand a success-
system better approximate either local or globaky| one, i.e.,x, (henceforth we assume that suc-
completeness. cessful search branches are always to the right of
5 System S;: From Proof Treesto Proof unsu.cceSSf.UI Or.]es)' This tree \.NOUId’ for exam-

ple, fit the situation where we initially set out with

Search Trees

T, =I5 =0andl, = {a,b}.
SystemS; has one major drawback: it only allows  As before, we map the tree to a dialogue in two
for dialogues generated from completed proofsteps. The result of applying the first mapping is:



(12) 1. «: goal-know-if@@é&b)
2. «: (transfer) goal-know-iif)
3. [: goal-know-if@)
4. [B: not-resolvedy)
5. «: not-resolved{)
6. «: (transfer) goal-know-iif)
7. ~: goal-know-if@)
8. v : in-assumptions)
9. ~: confirmedg)
10. «: confirmedg)
11. o (transfer) goal-know-iff)
12. ~v: goal-know-if()
13. v : in-assumption$|
14. ~: confirmedd)
15. «a:  confirmedd)
16. «: confirmedt&:b)

observation can be integrated with multi-agent in-
ference. We explore a minimal extension &f
with the following rule:

Ae O, obs(a,A)
[o]H - A

(14) (obs.) o =T, U{A}

This rules states that if the propositioh is an
observable proposition for agenmt (written as
A € O,) and a actually observes thatl (i.e.,
obs(a, A)), thena can deriveA. There is one side
condition which requires that,, is extended with
Ajthatis:T'y :=Ty U {A}.

To give an idea of how the extended calculus
can be applied, we model a conversation between
m andé. w has the flu and ringg (information
desk ofr’s surgery) to find out whether she needs
to see a doctors(). For that purpose, she needs

The second half of the mapping requires the mapt0 find out whether she has a temperatuitg.(We

ping rules ofS; and two additional rules:

e «; : not-resolveddl), «; : not-resolveddl) —
«; : hot-resolvedd)

e «; : hot-resolvedd) — «; : | don't know
whetherA.

havel'; = () andT's = {ht — sd}. 7's goal is to

find out whethersd. So tries to derive relative

to her assumptions thatl. GivenT',, = won't
succeed unless she decides to communicate. The
following is a derivation forr of sd that involves
both communication and observation. It highlights
how information possessed lbyand observations

Application of the extended set of mapping ruleSihat onlyr is able to perform in the situation that

to 12 results in:

(13) 1. «: |amwondering whethet&b.
2. «a: Tellmeg,a?
3. (: Ildon't know whethem.
4. «: Tellme~,a?
5 ~v: a.
6. a: Tellme~,b?
7. v: b
8. «: That confirmsué&b.

6 System S;: Adding Observation

In §; and S, we went beyond common infer-
ence systems, by moving from the model of a soli

. It
tary reasoner to a community of reasoners (agentsfk9

who can exchange information with each other

Communication is, however, not the only way rea-
In partic-
ular, observation of the environment is a further

soners can acquire new information.

means of information acquisition that the tradi-
tional model of logical inference does not deal
with. In this respect, our systend§ andS, are
also incomplete.

Itis beyond the scope of this paper to address all
the intricacies of interspersing reasoning with ob-

servation. What we do offer is an outline of how

we described are combined to obtain a proof for
sd:

(15)
ht € O obs(m, ht)
w0 ht ) (o) 5 ht s sd e T
oo ne 2 0] 0+ ht — sd
[0] 0 F sd "
m (1) (tr)

SIDE CONDITIONS: (1) ' :=T'x U {sd}, (2)Ts :
s U{ht}, B)'x := 'z U {ht}.

As a result of the proof constructior,
{ht,sd} andTs {ht — sd,ht}. Note that
houghsd ¢ TI's, 6 can now infersd without
course to observation or communication. From
the proof tree, we can read off the moves of di-
alogue 16. The dialogue contains a well-known
conversation analytical structure, i.e., the insertion
sequence (the subdialogue consisting of 3 and 4):

(16) 1. m: Dol need to see a doctor?
2. ¢0: Do you have atemperature?
3. m: Waita minute fr checks her
temperature], yes, | do.
4. §. Thenyou do need to see a doctor.



7 Related Work logical constants to (c) cohereaboperative dia-

logue. The undertakings are complementary and

In this section we contrast the approach describefljse the, rather surprising, prospect of an account
in this paper with other related approaches. Firstlyy cooperative dialogue based on adversarial dia-

note that the extended Natural Deduction CaICUTogue (debate); that is, an account from (a) to (c)
lus that we employed required a number modsi5 (b).

ifications to the standard calculus employed by,
for instance, Sundholm (for specifying inferential 8 Limitationsand Further Research
roles). We introduced a distinction between tem-
porary and persistent assumptions and used thEhe aim of this paper is to provide the foundations
member rule to access both types of assumptiongor a generative logic-based model of dialogue co-
Persistent assumptions were introduced to colledierence. The generic framework is described in
premises from sources other than inference (i.esection 4, whereas specific systems are developed
communication and observation). Another crucialin sections 3, 5 and 6. The purpose of these sys-
extension was the explicit relativization of judge-tems was to demonstrate that the type of analysis
ments and assumptions to agents. advocated here can account for certain dialogue
Secondly, our approach differs in a number ofstructures. The systems are, however, limited in a
respects from extant models of dialogue. Heremumber of ways. In this section we identify these
we compare our approach with two representativéimitations, and provide some suggestions on how
classes of alternatives. Firstly, there is a body oto address them.
work based on the idea that dialogues can be char- (i) Inconsistencies between participants’ infor-
acterized in terms of information states in com-mational states are avoided by the use of a min-
bination with update and generation rules. Thémal logic that lacks negation. In future work,
difference with our approach is that we try towe plan to add inference rules for negation, and
explain dialogue coherence in terms of indepeninvestigate the implication of such an extension,
dently motivated inferential roles of logical con- in particular, with regards to interactions with the
stants Compare this with, for example, (Beunobservation rule. (i) We assume that dialogue
2001) who introduces special purpose generatioparticipants always successfully perform speech
rules to achieve the same effect as our intro andcts: the communication channel is perfect (no
elim rules for ', the conversational procedures misperception) and the language is fully shared
in the pioneering work by Power (1979), the up-and free of ambiguous expressions. (iii)) Commu-
and downdating rules for the partially orderednication is mostly direct: speakers express what
questions under discussion in Ginzburg (1996)they mean by saying it, rather than by Gricean
and the generic framework for information state-implicature (Grice, 1975). We intend to address
based dialogue modelling described in Traum &mplicature by extending the system with non-
Larsson (2003). For a comparison of some oftandard patterns of inference (e.g., default reason-
these existing approaches see Pulman (1999). ing) without changing the inferential roles of the
Secondly, there is a dialogue game approach gdegical vocabulary. We intend to achieve this by
ing back to the work of Lorenzen — see Lorenzermeans of accommodation rules operating on the
& Lorenz (1978) — where the logical constants aresets of persistent assumptions; chapter 2 of Pi-
defined in terms of their role in rational debates.wek (1998). (iv) The current systems only deal
There the order of explanation is from (a) formalwith information-oriented dialogues. In future, we
winning strategies foadversarial dialogues (de- would like to investigate application of the current
bate) to (b) valid patterns of reasoning involvingframework to task-oriented dialogues that involve
the logical constant?. In contrast, we proceed imperatives and actions. (v) The current systems
from (b) valid patterns of reasoning involving the are based on proposition logic. We plan to develop
Wgﬂ) also explores derivations in this direc- furt.her -SyStemS that mcorporgte rore Expressive
tion: from a specification of legal dialogue — though his di- |Og|CS, n partICUIar_’ the_ predlcatg calculus. .FOI’
alogues are information-oriented, rather than adversarial this purpose, we will build on an implementation
to semantic properties of locutions. Furthermore, the gamepf g system for natural deduction for predicate and
theoretical semantics that has been developed by Hmt'kkgggher order logics (Piwek, 2006), and the work

and collaborators (Saarinen, 1979) has some central featur s ) )
in common Lorenzen’s dialogue games. on consistency maintenance in type theory-based



natural deduction systems by Borghuis and NedR. Brandom. 1994.Making It Explicit: reasoning, repre-
erpelt (2000). (vi) Beun (2001) points out that his ;?’gisr;g'ca:ggiﬂsg;rj‘Iﬁacsf’smm””m- Harvard University
system needs to be extended with less elegant rules ’ ’ '

to prevent generation of dialogues with loops (e.g.R. Craig and K. Tracy, editors. 1988onversational Coher-
by not allowing an agent to ask the same question g”ec\f’;rlgom’s?r“d”re and Srategy. Sage Publications,
twice). Our system is infected with the same prob-

lem. To avoid classifying repetitive dialogue struc-C- Scéﬁﬂézggn Mi?hgﬁﬁatisLéEéeerilgcTerj?f?és%?;7%§ 1'8958?_3
tures as coherent, we need a rule that prevents an 431 T ’
agent from transferring the same proof goal to the . . .
same agent more than once. (vii) Currently, our]'?A”fgr‘:égégfg&g&ygggqgsn?ﬂ;;gns”evrgﬁrr'ﬂgsf_’fg'saﬂcl”g“e'
framework is set up so that proof (search) trees stanford.

are produced first and then mapped to dialogue
P bp g H.P. Grice. 1975. Logic and conversation. In Peter Cole and

(structures). This provides us with a theoretically " jery Morgan, editorsSyntax and Semantics 3: Speech
clean and transparent framework for relating infer-  Acts, pages 64-75. Academic Press, New York.
ence SySt?mS to dlaI_Ogue structure. The work alse.L. Hamblin. 1971. Mathematical Models of Dialogue.
has practical potential, for example, as a frame- Theoria, 37:130-155.
work for generating information presentations in o ) .

. 9 . 9 . . P . P. Lorenzen and K. Lorenz. 1978ialogische Logik. Wis-
dialogue form; see the discussion of dialogue as’ senschaftliche Buchgesellschaft, Darmstadt.
discourse in Piwek & Van Deemter (2002). Nev-

: : P . Mann. 2002. What is dialogue coherence?
ertheless,.there is also SCOp? for mvestlggtlng hO\ﬁ Memo available at http://www-rcf.usc.edu/ bill-
the mapping rules can be integrated with proof mann/wWMiinguistic/dcoherence.htm, June.

search, thus making it possible to use the result-
gip P. Piwek and K. van Deemter. 2002. Towards automated gen-
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